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Why? A function induction circuit ...

Background: LMs can learn off-by-one addition in Finding 1: A function induction circuit that is
context. structurally similar to induction heads.
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Finding 3: Fl heads are reused across various tasks.

(b) MMLU: High School
(a) Off-by-Two Addition Government and Politics (c) Cipher: ROT-2 (d) Base-8 Addition
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Limitations: (1) The circuit has imperfect faithfulness and completeness; (2) Additional QK and OV circuit analyses remain

unexplored; (3) The scope is restricted to two-step tasks in which the second step involves a shifting-related function.
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