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About me

e QinyuanYe MTiL4E
o Fifth-year PhD studentat USC NLP

o Advised by Professor Xiang Ren

e | want to build intelligent NLP systems that are versatile (adapt quickly) and curious (learn
autonomously).

o Supervision signals: explanations and instructions

o Learning paradigms: meta-learning and self-improving

e Recently, I'm also interested in understanding largelanguage models capabilities scientifically.

o This talk!
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New LLM releases!

Introducing Falcon 180B

Introducing Llama 2
The next generation of our eam shautivien =

open source large language model

Mistral 7B

Llama 2 is available

GPT-4 Technical Report
Albert Q. Jiang, Alexandre Sablayrolles, Arthur Mensch, Chris Bamford,
Devendra Singh Chaplot, Diego de las Casas, Florian Bressand, Gianna Lengyel,
Guillaume Lample, Lucile Saulnier, Lélio Renard Lavaud, Marie-Anne Lachaux,
Pierre Stock, Teven Le Scao, Thibaut Lavril, Thomas Wang, Timothée Lacroix,
William El Sayed

OpenAT*

A
MPT-7B

Announcing Grok M

AN%’V Sto‘”d‘?‘rcl} fcl’Jr Ogle"‘lf&urce’ Stability Al Launches the First of its
ommercia saple S . : ; ——
Y Stable LM Suite of Language Models | a. Blgaclence Initlative

19 Apr

Pythia: A Suite for Analyzing Large Language Models
Across Training and Scaling

\/.
(. Open-source

176B params - 59 languages - Open-access

oming up
Stella Biderman ' !? Hailey Schoelkopf !> Quentin Anthony! Herbie Bradley'* Kyle O’Brien’
Eric Hallahan' Mohammad Aflah Khan® Shivanshu Purohit®! USVSN Sai Prashanth! Edward Raff?
Aviya Skowron ! Lintang Sutawika!’ Oskar van der Wal ®

Learning from Observations of Large Language Model Capabilities



LLMs can do so many things!

gpt-4

gpt-4 (no vision)

Exam results (ordered by GPT-3.5 performance)

gpt3.5 W

Estimated percentile lower bound (among test takers)
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Exam

GPT-4 Blogpost (https://openai.com/research/gpt-4)
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LLMs can do so many things!

Language Models are Few-Shot Learners

Tom B. Large Language Models are Zero-Shot Reasoners

LARGE LANGUAGE MODELS ARE HUMAN-LEVEL
me PROMPT ENGINEERS

t.kojima®

Machel Rei  YongchaoZhi T ARGE LANGUAGE MODELS AS OPTIMIZERS

Google Resea  Silviu Pitis’?,

1University of

{ chhﬁﬁl' h? Chengrun Yang" Xuezhi Wang Yifeng Lu Hanxiao Liu
{andrei.mu Quoc V.Le Denny Zhou Xinyun Chen"

{chengrun, =xuezhiw, yifenglu}@google.com, 6.hanxiaofgmail.com
{gvl, dennyzhou, xinyunchen}@google.com

Google DeepMind * Equal contribution
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LLMs can do so many things!

Elon usk o @
@elonmusk

Quantum Byt Viodka i
Ly g A | asked Grok to write a poem about love
Noural Netweek N

ot Pad haas Wiy,
I'm traveling to Singapore tomorrow. Create a 5 day itinerary suitable for a PhD student in ( g paman 0N R St Vet wih & e rosemar

In love, we find a universe aglow,

A cosmic dance of hearts that ebb and flow.
It lifts us up, like stars that gently rise,

A symphony of souls that gently harmonize.

Science.

.~/ Searching for: 5 day itinerary for PhD student in Computer Science in Singapore ‘

</, Searching for: PhD in Computer Science Singapore With love, we soar on wings of purest light,
«/ Searching for: PhD in Computer Science Singapore part-time A journey through the cosmos, oh so bright.

: : S (Source It fills our hearts, like galaxies ablaze,
/. Searching for: PhD Study in Singapore 2024 A never-ending story, in infinite ways.

/ Generating answers for you...

Certainly! Singapore is a vibrant city-state with a rich blend of culture, technology, and green
spaces. As a PhD student in Computer Science, you'll appreciate the academic environment and f| o You
opportunities for exploration. Here’s a 5-day itinerary tailored to your interests: e — how to create two tables side by side in latex

Day 1: Arrival and Exploration

ChatGPT

To create two tables side by side in LaTeX, you can use the “minipage * environment to
encapsulate each table. The “minipage” environment allows you to create "mini-pages” side by

side, and within each of those, you can place a table. Here's an example:
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https://twitter.com/DrJimFan/status/1684435204289748992

They also fail in unexpected ways... |
. Jiao Sun @
| @sunjiao123sun_

3.3.3 NeQA: Can Large Language Models Handle Negation in Multi-choice Questi Can LLMs generate exact 5 words? No

Submitted by Zhengping Zhou and Yuhui Zhang. | How about 5 sentences? No
prompt  The following are multiple choice questions (with answers) of How about 5 paragraphs? No
common sense. ‘ Q
A beagle is not a type of ¢
A. dog - l [
B. pigeon
An.fwir: 0 Who is Qinyuan Ye? e
View other drafts o)
-1 Large Language MOde "’, There are several people named Qinyuan Ye. The most well-known is a Chinese-American

computer scientist who is a professor at the University of California, Berkeley. He is the author
of several books and papers on artificial intelligence, and his research has been funded by the
Mational Science Foundation and the Defense Advanced Research Projects Agency. He is also
a co-founder of the company DeepMind, which was acquired by Google in 2014,

Freda Shi'?" Xinyun Chen

Other people named Qinyuan Ye include:

* A Chinese politician who is the current mayor of the city of Xi'an.

+ A Chinese actor who has appeared in films and television shows such as "The Legend of
Zhen Huan" and "The Legend of the Condor Heroes".

« A Chinese singer who is a member of the boy band TFBoys.
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Yoo

We have limited understanding of what LLMs are (not) capable of.
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EY:

Can we learn from our observations of LLM capabilities?

And use our findings to assist future LLM research and development?
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How Predictable Are Large Language Model Capabilities?
A Case Study on BIG-bench



When new LLMs are released, how are they evaluated?

Model ..
.. Size Tasks
Family
Commonsense World Reading

Model [ Size fCode Reasoning Knowledge Comprehension Math MMLU BBH AGI Eval

MPT 7B | 20.5 57.4 41.0 57.5 49 268 310 235 # In-context Examples
SUB 289 64.9- :",DJ:} eA T a1 A& Q e n 1 e |

Falcon 7B| 5.6 56.1 428 ians Trivi i
40B | 15.2 69.2 56.7 0-shot 1-shot 5-shot 64-shot | 0-shot 1-shot 5-shot 64-shot
7B | 14.1 60.8 46.2 MPT 7B 116 178 208 22.7 557  59.6 @ 61.2 61.6
13B | 18.9 66.1 52.6 30B 158 230 266 29.3 680 713 733 73.6

Lrama 1§ 338 | 26,0 70.0 58.4
<z | 30.7 20.7 0.5 Falcon /B 157 181 210 24.0 526  56.8  64.6 61.1
- : : - 40B 263 295 335 35.5 746 786 799 79.6
7B 1168 63.9 48.9 7B 168 187 220 261 | 633 674 704 710

L 13B | 24.5 66.9 054 13B 201 234 281 31.9 701 744 771 77.9

LAMAZ2 R 34B | 27.8 69.9 58.7 LLAMA 1 : : : : : : : :
208 | 375 19 636 33B 249 283 329 36.0 787 807 838 83.6

: : . 65B 238 310 350 39.9 817 845 859 86.0

1 7B 164 227 25.7 29.5 65.8 68.9 721 73.7
LLAMA 2 13B 16.1 28.0 31.2 34.6 73.1 77.2 79.6 79.4
34B 251 30.0 32.8 39.9 81.0 83.3 84.5 84.6
706 253 33.0 39.5 44.3 824 85.0 87.6 87.5

Llama 2: Open Foundation and Fine-Tuned Chat Models (Touvron et al., 2023)
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How predictable are large language model capabilities?

™

o

g 2 What model scale should | use?

What tasks should | prioritize in evaluation?

LLM Researcher

‘ Which capabilities are hard to predict?

il

Learning from Observations of Large Language Model Capabilities



Part 1: Performance Prediction on BIG-bench

e Problem Definition

# Parameters # In-context Examples
Normalized SN
Performance y o f(lj npa/r'a,ma t) nShOt)
Model Tasks
Family

Regression Problem. Evaluated with RMSE and R”2 score.
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Part 1: Performance Prediction on BIG-bench

e Data

—_— google | f
= BIG-bench Q & @

<> Code (*) Issues 59 Il Pullrequests 27 (*) Actions

# Experiment Records 56,143

# Model Families 6
BIG-G T=0, BIG-G T=1,

BIG-G Sparse, PaLM
Beyond the Imitation Game collaborative benchmark for measuring GP‘]"_l anher

® ¥ w

and extrapolating the capabilities of language models # MO-dElST 51
Ef& Apache-2.0 license
®@ Code of conduct # BIG-bench Tasks 134
E[5  Security policy # BIG-bench Suhtasks¢ 313
vy 2.4kstars % 536forks & 44 watching - Activity U 1 2 3 5
@ Public repository {ﬂsho‘t} { o }
We gathered and filtered the records in BIG-bench. We got 56k records covering diverse models and tasks.
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Part 1: Performance Prediction on BIG-bench

e Results (Random Train-Test Split)

Matrix Completion Trees I Neural Networks

RMSE < 0.05

on average mis-predict by <0.05
when the rangeis [0,1]

Model+Task Baseline 4 B
Adapted SVD -
Model-model kNN A 3
Task-task kNN A r

Random Forest - - RA2 > 95%
Gradient Boosted Trees - ! explain more than 95% variance in
MLP 0.9508 the target variable
0.6 0.7 0.8 0.9
Test R?
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Part 1: Performance Prediction on BIG-bench

Trained on ...
Single-group (1000 Examples)
Single-group (All Examples)

B Multi-group (All Examples)

e Controlled Analysis

(a) Group by nspot (b) Group by Model Family / (c) Group by Nparam (4 Buckets)
01 BIG-G T=04" == ' Bucket 1EGEEW—
GT=
11 ' ' L e
e BIG-G T=14_" 1 =
2 | Bucket 3
BIG-G sparse
3 -h___ % Bucket 4 P‘_‘*_
' ' ' ' GPT-3 0.6 0.7 0.8 0.9 1.0
0-6 0.7 0.8 0.9 1.0 Test R2 in Each Group
Gopher
PaLM+4+
0.6 0.7 0.8 0.9 1.0

We split test set into groups and report the performance in each group.
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Part 1: Performance Prediction on BIG-bench

Trained on ...
Single-group (1000 Examples)

@ Single-group (All Examples) We control what the training set contains.
B Multi-group (All Examples)

e Controlled Analysis

(a) Group by nspot (b) Group by Model Family / (c) Group by Nparam (4 Buckets)
0 B|G—G T=0 i Vv Ve BUCket 1
1 Bucket 2
BIG-G T=1 |
2 Bucket 3
BIG-G sparse Zil |
3 Bucket 4
oe o7 08 o5 To GPT-3 1 7 0.6 0.7 0.8 0.9 1.0
' ' ) ' ' Test R2 in Each Group
Gopher s
PaLM 7
0.6 0.7 0.8 0.9 1.0
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Part 1: Performance Prediction on BIG-bench

Trained on ...
Single-group (1000 Examples)
70 Single-group (All Examples)
I- Multi-group (All Examples) I

e Controlled Analysis

(a) Group by nspot (b) Group by Model Family / (c) Group by Nparam (4 Buckets)
0 B|G—G T=0 e Vv Ve BUCket 1
1 Bucket 2
BIG-G T=1 |
2 Bucket 3
BIG-G sparse Zil |
3 Bucket 4
- - - - GPT-3 1 7 0.6 0.7 0.8 0.9 1.0
0-6 0.7 0-8 0.9 10 Test R? in Each Group
Gopher s
PaLM 1~
Zero-shot performance Performance of larger
is harder to predict. 0.6 07 08 09 10 models is harder to predict.
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Part 1: Performance Prediction on BIG-bench

H Trained on ...
()
ContrO”ed AnalySIS Single-group (1000 Examples)
20 Single-group (All Examples)
B Multi-group (All Examples)
(a) Group by nspot (b) Group by Model Family / (c) Group by Nparam (4 Buckets)
0 B|G—G T=0 e Vv Ve BUCket 1
1 Bucket 2
BIG-G T=1 |
2 Bucket 3
BIG-G sparse Zil |
3 Bucket 4
e o s S o GPT-3 1 / 0.6 0.7 0.8 0.9 1.0
' ' ' ' ' Test R? in Each Group
Gopher s
PaLM 4
0.6 0.7 0.8 0.9 1.0

Multi-group training is always helpful.
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Part 1: Performance Prediction on BIG-bench

e Controlled Analysis

Irained on ...

Single-group (1000 Examples)
Single-group (All Examples)
Multi-group (All Examples)

(b) Group by Model Family /

e
[ ]
(a) Group by nspot
0 BIG-G T=0
1 BIG-G T=1
2
BIG-G sparse
3
GPT-3
0.6 0.7 0.8 0.9 1.0
Gopher
PaLM
0.6

0.7 0.8 0.9

Some groups benefit more from multi-group training.

1.0

(c) Group by nparam (4 Buckets)

Bucket 1
Bucket 2
Bucket 3
Bucket 4
0.6 0.7 0.8 0.9 1.0

Test R? in Each Group

Some groups are intrinsically harder to predict.
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Part 1: Performance Prediction on BIG-bench

gender_inclusive_sentences_german

o checkmate_in_one 10
_puzzles
[ ] w
0.30 ,
!
/ 08
i 60
P L4 025 7
redictable '
5
50 % 0.6
020 - E
i 7 H .“;
3 i glm 5
1 ’ B 204
[asks / 5 :
E ! § 30
§ } 3
010 T =1 ™
¥ 20 0z
/
/
/
0.05 v 10
00
L N " AL A ’ . o o "
000 0 10 10 W 10 10
Effective parameter count
o 10 1o 1o 0 o W 10" poet
Effactive parametar count Effective parameter count +— BIG-G (0-shot) + BIG-G sparse (0-shot)  -#-- GPT (3-shot)
—+— BIG-G (1-shot) -4 BIG-Gsparsa (-shot)  —+— PalM (0-shot)
+— BIG-G (0-shot) +- BIG-G sparse (O-shot) - GPT (3-shat) 4+~ BIG-G (0-shot) +- BIG-G sparse (0-shot) -4 GPT (3-shot) —+— BIG-G (2-shot) =4 BIG-G sparse (2-shot)  —+— PaLM (1-shot)
+— BIG-G (1-shot) +- BIG-G sparse (1shot)  —+— PalM (0-shot) —+— BIG-G (1-shot) -4 BIG-G sparsa (1-shot) +— PaLM (0-shot) —+— BIG-G (3-shot) -+ BIG-Gsparse (3-shof)  —— PalM (2-shol)
—4— BIG-G (2-shot) =4 BIG-G sparse (2-shot) PaLM (1-shot) —+— BIG-G (2-shot) -4 BIG-G sparse (2-shot) PalM (1-shot) +— BIG-G T=1 (0-shot} *=: GPT (0-shot) = PalM (3-shot)
—— BIG-G (3-shol) -+ BIG-G sparse {3-sha) PalM (2-shot) —+— BIG-G (3-shot) -+ BIG-G sparse (3-shot) PaLM (2-shot) == BIG-GT=1(l-shot) - GPT(i-shol) Best rater
+ BIGGT=1(0shot) -+ GPT(O-shot) PalM (3-shot) —+= BIGGT=1(0-shot) -+ GPT (0-shol) PalM (3-shot) —= BIG-GT=1(2shol) - GPT(2:shol) Average ratet
- (-shot) -+ GPT (1-shot) Best rater —+— BIG-GT=1(1shot) -e- GPT(1-shot) Bost ratar —=— BIG-G T=1 {3-shot)
—_ (2shot)  -#- GPT (2:shot) Average rater —+— BIG-GT=1(2shol) -e- GPT (2:shot) Average rater
—+— BIG-G T=1 (3shot) —a— BIG-G T=1 (3-shot)

(c) gender_inclusive
(a) linguistics_puzzles (b) checkmate_in_one _sentences_german

authorship_verification:swapped

520
paragraph_segmentation
515
o8 510
2
$ 505 -
g -
05 ; I T I M Y
kil g %00 7
E F’\ il
ol Ba9s
5
o4
g E
8 490
02 \ 485
\
480 \ .
\ u g 0 0 11
00 10 10° 10 10 10
Effective parameter count
10" 10* 10° 10" 10"
Effective parameter count +— BIG-G (0-shot) —— BIG-G T=1 (2-shat) ~— PalM (0-shot)
—4— BIG-G (1-shot) —+= BIG-G T=1 (3-shat) —s— PaLM (1-snat)
—+— BIGG (0shot) —— BIG-GT=1 (2-shol) e GFT (0-shol) —— BIGG (2:shot) -4 BIG-G sparse (0-shol)  —-— PaLM (2-shat)
—+— BIG-G (1-shot) —a— BIG-G T=1 (3-shot) - GPT (1-shot) —— BIG-G (3shoy) ~4- BIGG sparsa (1-shot)  —=— PaLM (3-shot)
—+— BIG-G (2:shot) 4 BIG.Gsparse (Dshot) -+ GPT (2:sho) ~ BIG-GT=1(0shat) -4 BIG-G sparse (Z-shot)  —-= Random
—4— BIG-G (3-shot) -4 BIGG sparse (1-shot) - GPT (3-shot) —+= BIG-GT=1(i-shat) -4 BIG-G sparse (3-shot)
—+— BIGGT=1(0shot) -4 BIG-G sparse (2-shot) - Best rater
—+— BIG-GT=1(lshot) -4 BIG-Gsparse (3shoy === Average rater

(e) authorship_verification:
(d) paragraph_segmentation swapped
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Part 1: Performance Prediction on BIG-bench

Y Resu |tS (Cha I Iengi ng Train _Test Split) Model + Task Baseline Gradient Boosted Trees
Task-task kNN s MLP
- ] Easier 1 - 1
YoLR D — (I, Nparam, t, Nshot) I
e
I N voeeeeeses——
Eb ,—l L2.1 | =
WW‘U/! (1, nparam. t) =
.
L2.2 o
(1, t, Nspot) -
.
L3 —
oot p—
tank Harder —
: L3 Composition | ——
R Lrast X Trest —
Wedad 06 07 08 09 10
Test R?

Prediction accuracy decreases when the train-test split becomes more challenging!
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Part 1: Performance Prediction on BIG-bench

Emergent abilities (Wei et al., 2022)

... are in general harder to predict ... can be predicted accurately in certain cases

model: BIG-G T=0
task: modified_arithmetic:
three_digit_addition_control

i
Emergent Tasks 0.0541 93.86% g z: S Lshetine
Non-emergent Tasks 0.0496  95.16% 202]— S ehot prec
Al 0.0499  95.07% | e

0.04

107 108 10° 1010 10t
flop_matched_non_embedding_params

Potential Reason
A similar task is emergent and is in the training set.

Learning from Observations of Large Language Model Capabilities


https://arxiv.org/abs/2206.07682

Part 2: Searching for “small-bench”

e Problem Definition

Performance on remaining tasks
are maximally recovered

N A,
o o oF S S
K AW (o 2 Gl
- 2
BIG-G T=1 arg max |R ('Eest X ﬂtest) |
GP;E'N; Train Ttrain
New Model . st. | Ttrain C Ta“ Iﬁraz’nl =b |
“———  BIG-bench
"small-bench"

Select b tasks Given an evaluation
budget of b
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Part 2: Searching for “small-bench”

e Results

0.85

0.80 -

©
~
wu

30-Fold Rz(Trest X Ltest)

0.65

0.60

e
~
=

Search Algorithms

—a&— Greedy Search

#— Best of 5000

e T—

BB-Hard

1 °

BB-Lite
Baselines 1
Random

Clustering-based
&~ K-means
-# K-means + Task Value

4

8 16

24 32 42

S ize D‘f T}rafn

BIG-bench Lite and BIG-bench Hard are
suboptimal if the goal is to recover the
performance on remaining tasks.

We are able to find subsets that are as
informative as BIG-bench Hard while
being 3x smaller.
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Part 2: Searching for “small-bench”

e Results
0.85
K-means
0801 et Clustering task representations learned by
g = the MLP predictors in Part 1;
5075 . B8-Hard Then select tasks close to cluster centroids.
) ;' ® °
i BB-Lite
; 0.70 ® Baselines TaSk Value
o i o .
& = Estimated from “Best of 5000”.
m . .
0.65 - Search Algorithms Clustering-based
—a&— Greedy Search ¢~ K-means . . .
# Bestof 5000 | -#- Kmeans + Task Value Task diversity and task value are important
0.60 . T T ' ' T o ° ( »
4 8 16 24 32 42 factors in constructing “small-bench.

S ize Of T}rafn
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Summary

e We gathered 56k LLM experiment records in BIG-bench.

e We trained models to predict LLM performance on unseen experiment configurations.
o An MLP predictor can achieve RMSE < 5%, R*2 > 95% on the random train-test split.
o Prediction performance changes when train-test distribution changes.
o Emergent abilities are harder to predict in general, but can be predicted accurately in some cases.
e We searched for “small-bench,” a subset of BIG-bench, from which the full BIG-bench
performance can be maximally recovered.
o BIG-bench Lite and BIG-bench Hard are sub-optimal for this purpose.

o Task diversity and task value are important factors for constructing “small-bench.”
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Looking Ahead

e Rethinking LLM evaluation

Scenarios

HaturaiCuesione |open)

MaluralCuisbeons |closad)

Quss

Oipaniieashis,
TruthiuiDa,

WES MARCD

XELM

CniCamments
RAFT

Previous work

Models
Cudwra T Cohes Gk gl
At fGronde  IeLange (L] g Lage gy anai GFT: ThiGed  THLGwE L iesl
i Wi wi wilgd ELOOM Tk MRS HTH AR EEETE Ly GRTd TS ULz ORTTER} OPT By (EME} el wawid o el age ek LR TR L] iy A (1]
v v [ [
[ [ [ v v v v v v [ [ [
v v v v v [ [ [
v [ v v v v v v v [ v v v v v v v [
[ v v v [ v v v v
v v v v v
[ v v v
v [
v v v v v [ [ [
v
v
v

Holistic Evaluation of Language Models (Liang et al., 2023)

Task selection is often heuristic, following past practices, or done arbitrarily.
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Looking Ahead

e Broadeningobservations on LLM capability landscape

Currently

= Spaces @ HuggingFacel

7 like ¢ * Running

% Open LLM Leaderboard

lized
_ O google / R
- BIG-bench Model
Family
14 open_1] ) I !E L I I

# Parameters

# In-context Examples

g — f(lv nparama ta nshot)

Tasks

Liang et al., 2023;
Sahn et al., 2022;
Ouyang et al., 2022;
Wei et al., 2022.

Chain-of-Thought Prompting

\

Will be nice to take these into account!

o e athlecs” Can e afer Thar "The
Bt oot tod Ve prafonsnrs 't

[n.- “The Sewter camtacies The prufessers

Learning from Observations of Large Language Model Capabilities

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
kdo they have?

S




Estimating Large Language Model Capabilities without Labeled Test Data



The Promises of Few-shot Learning

Expectation Reality

| only need 16 annotated examples! To know whether the LLM works well for my task,
| need to annotate 1000 examples for testing...

Can we estimate LLM capabilities without labeled test data?

Learning from Observations of Large Language Model Capabilities


https://javascript.plainenglish.io/15-things-all-programmers-can-relate-to-7db1ce811b8

Estimating Large Language Model Capabilities without Labeled Test Data

e We can gain insights from model confidence / calibration.

Calibration: MMLU (5-shot)

081 Naive Solution:
7 Take the average of confidence on all test examples.

& 0.6 - ,’1 101?
5 3
& 0.4- & 3

. ,,/.,-[Z Limitations:

' ;,7" Perfect calibration is not guaranteed to happen.
ol & e Limited to classification / multiple-choice QA.
0:0 0:2 0:4 0:6 0:8
Probabilities

Language Models (Mostly) Know What They Know (Kadavath et al., 2022)
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Estimating Large Language Model Capabilities without Labeled Test Data

e Our proposed method
e Traininga meta-model that estimates
performance based on confidence profiles.

Train Dataset
Input
[Prompt] name of sleeping beauty

[Prompt] highest dam in india

Confidence
0.8
0.6

Pred y True y
Aurora Aurora
Nurek Dam  Tehri Dam

-

~
~
~

s~ !
Train 4>{ Meta Model ]—» 0.8
Accuracy
Confidence Profile
Test —»‘ Meta Model }—» ?
Accuracy

Confidence Profile

Test Dataset

Input

[Prompt] Who is younger Mary
Ramsey or Lee Ranaldo ?

[Prompt] What sport did Jack Sock
and Raffaella Reggi play?

Confidence

0.4

05

Pred y

Mary
Ramsey

volleyball

True y

?

?

Accuracy Estimation without Labeled Test Data

Learning from Observations of Large Language Model Capabilities




Confidence Profiles

e Compute the confidence score for each test example

~

9]

Py )
7 Open-ended Generation §"¢(x) = — Z log pe (7).
t=1

dey Dy

M,c _
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e Collect confidence distributions and extract the percentile vector

Confidence Distribution of LLaMA-13B
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2. Use this vector as the input feature to
the meta-model.
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Normalized model confidence

e Traina meta-model to output dataset-level accuracy based on the percentile vector
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Experiment Settings

e Getting the observations of LLM performance

o 3 Tasks: MMLU (57 subtasks), MCQA (21 subtasks), CBQA (13 subtasks)
o 4LLMs: OPT 6.7B, OPT 13B, LLaMA 7B, LLaMA 13B

o 12 settings in total (3 tasks x 4 LLMs), 42,360 ICL performance observations in total

e For each setting, run cross-validation on the observations
o Training the meta-model on some subtasks

o Estimate the accuracy on unseen subtasks
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Compared Methods

e Meta-models(ours)

o  We consider k-NN, MLP, XGBoost models for regression

e Baselines
o Train Avg: use average accuracy on seen subtasks as estimated accuracy.
o Avg Confidence: use average confidence on test examples as estimated accuracy.

o Temperature Scaling: scale the confidence with an extra temperature parameter; fit it on the training
set.

e Oracles

o Oracle k: assuming we have k annotated test examples, use model accuracy on these k examples as
estimation of accuracy on the full test set.

o k=4,8,16,32, 64
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Results Meta Models (ours) Baselines Oracles (lines)
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Results

LLaMA-13B MMLU
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Summary

e We formalize the problem of few-shot ICL accuracy estimation.

o Given a handful of labeled in-context examples and a set of unlabeled test examples, our goal is to
estimate the overall accuracy of ICL on these test examples

e We propose to address this problem by training a “meta-model,” which takes in the LLM'’s
confidence profile as input and outputs the task accuracy.

e We benchmark our meta-model method and various baselines on 12 settings (4 LLMs x 3 tasks).

o On average, meta-model estimations are as accurate as having 40 labeled test examples.
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Looking Ahead

e Providing a channel for LLMs to say “sorry, I'm not confident about completing this task.”

e Ensuring safety and reliabilityin LLM-powered applications.
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Thank you!

Also, thanks to my awesome collaborators and mentors at USC NLP!

Harvey Yiyun Fu Albert Xu Xiang Ren Robin Jia

=2 USC University of
1Y Southern Calitornia

https://nlp.usc.edu/



https://nlp.usc.edu/

Links

e How Predictable Are Large Language Model Capabilities? A Case Study on BIG-bench

Paper: https://arxiv.org/abs/2305.14947
Code: https://github.com/INK-USC/predicting-big-bench

e Estimating Large Language Model Capabilities without Labeled Test Data

Paper: https://arxiv.org/abs/2305.14802
Code: https://github.com/harvey-fin/icl-estimate
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