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Summary

PE2: A Prompt Engineered Prompt Engineer

Automatic Prompt Engineering Pipeline

Result Summary

Notable Prompt Edits Made by PE2

We investigate what makes a good meta-prompt 
in LLM-powered automatic prompt engineering.

① Prompt Initialization

Option 1: Manual Initialization -- “Let’s think step by step.”
Option 2: Induction Initialization 
                       -- “Here are the input-output pairs. What is the instruction?”

② New Prompt Proposal

③ Search Procedure

At each timestamp t, select n best prompts from all past prompts, 
and propose m new prompts from each of them.

New Prompt

Batch

Meta-PromptPrevious Prompt

Prompt optimization dynamics when 
removing meta-prompt components

a long prompt 
with 5k+ tokens

e.g., base-8 addition

Prompts found by PE2 and baseline methods

PE2 makes meaningful and targeted prompt edits.

PE2 sometimes ignores instructions and hallucinates.

Ask me about other meta-prompt components that we investigated!

Prompt optimization dynamics of PE2 
and baseline methods

We develop PE2, a strong automatic prompt 
engineer featuring three meta-prompt components.

We show that PE2 can
(1) makes targeted and highly specific prompt edits; 
(2) induce multi-step plans for complex tasks; 
(3) reason and adapt in non-standard situations.

Analysis

Three Key Components in PE2: (a) a two-step task instruction; 
(b) context specification; (c) a step-by-step reasoning template

PE2 can reason about non-standard situations, 
but it generates “shortcut” solutions.

PE2 can induce multi-step plans for complex tasks.
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