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New LLM releases!

Introducing Falcon 180B

Introducing Llama 2
The next generation of our gk

open source large language model

Mistral 7B

Llama 2 is available

GPT-4 Technical Report
Albert Q. Jiang, Alexandre Sablayrolles, Arthur Mensch, Chris Bamford,
Devendra Singh Chaplot, Diego de las Casas, Florian Bressand, Gianna Lengyel,
Guillaume Lample, Lucile Saulnier, Lélio Renard Lavaud, Marie-Anne Lachaux,
Pierre Stock, Teven Le Scao, Thibaut Lavril, Thomas Wang, Timothée Lacroix,
William El Sayed

OpenAl*

A
MPT-7B

Announcing Grok

ARSIl Stability Al Launches the First of its
Commercially Usable LLMs Stable LM Suite of Language Models | a.Bligsclence; initiative

19 Apr

Pythia: A Suite for Analyzing Large Language Models
Across Training and Scaling

\/.
(. Open-source

176B params - 59 languages - Open-access

more releases COITTing up
Stella Biderman * ! 2> Hailey Schoelkopf “ !> Quentin Anthony! Herbie Bradley'* Kyle O’Brien '
Eric Hallahan! Mohammad Aflah Khan® Shivanshu Purohit®! USVSN Sai Prashanth! Edward Raff?
Aviya Skowron ' Lintang Sutawika'!’ Oskar van der Wal 8
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How are LLMs evaluated?

Model ..
.. Size Tasks
Family
. Commonsense World Reading
Model Size fCode Reasoning Knowledge Comprehension Math MMLU BBH AGI Eval
7B | 20.5 57.4 41.0 57.5 49 268 31.0 235 # In-context Examples
MPT 3OB 289 649 500 aA 7 a1 AA Q 22 N 22 Q
Falcon 7Bl 5.6 56.1 42.8 i v i
40B | 15.2 69.2 56.7 0-shot 1-shot 5-shot 64-shot | 0-shot 1-shot 5-shot 64-shot
7B | 14.1 60.8 46.2 vpr /B 116 178 208 22.7 557 59.6 612 61.6
13B | 18.9 66.1 52.6 30B 158 230 26.6 29.3 68.0 713 733 73.6
Lrava 1l 338 | 260 70.0 58.4
e v ey g Falcon /B 157 181 210 24.0 526 568  64.6 61.1
. - : - 40B 263 295 335 35.5 746 786 799 79.6
1;3 ;ZE 22’3 ‘éﬁ'z 7B 168 187 220 261 | 633 674 704 710
Liamaz | 2ol 508 £9.9 e Liamaq 3B 201 234 281 31.9 701 744 771 77.9
208 | 375 o g 33B 249 283 329 36.0 787 807 838 83.6
: ‘ : 65B 238 31.0 350 39.9 817 845 859 86.0
7B 164 227 257 29.5 658 689 721 73.7
Y I ,13B 161 280 312 34.6 731 772 796 79.4
Jnlié . . . | LAMA234B 251 300 328 39.9 81.0 833 845 84.6
\w So many experiment configurations! 70B 253 330 395 443 824 850 87.6 87.5

Llama 2: Open Foundation and Fine-Tuned Chat Models (Touvron et al., 2023)
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How predictable are large language model capabilities?

b= |

() What model scale should | use?

What tasks should | prioritize in evaluation?

I E—

LLM Researcher

- Which capabilities are hard to predict?
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Part 1: Performance Prediction on BIG-bench

e Problem Definition

# Parameters # In-context Examples
Normalized S
Performance y T f(l7 npa’rama t? nShOt)
Model Tasks
Family

Regression Problem. Evaluated with RMSE and R*2 score.
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Part 1: Performance Prediction on BIG-bench

e Data
— google / Q g @
— Rig-berich # Experiment Records 56,143
<> Code (%) Issues 59 i) Pullrequests 27 () Actions  ++- # M odel Farmlles 6
ol (@ (& BIG-G T=0, BIG-G T=1,
BIG-G Sparse, PaLM
Beyond the Imitation Game collaborative benchmark for measuring GPT-3 Gopher
and extrapolating the capabilities of language models # ModelsT 51 .
5[5 Apache-2.0 license
B Eotaiod conduct # BIG-bench Tasks 134
S # BIG-bench Subtaskst 313
v 2.4kstars % 536 forks & 44 watching - Activity 0.1.2.3.5
@ Public repository {nshot} { Mt }
We gathered and filtered the records in BIG-bench. We got 56k records covering diverse models and tasks.
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Part 1: Performance Prediction on BIG-bench

e Results (Random Train-Test Split)

Matrix Completion Trees B Neural Networks

RMSE < 0.05
on average mis-predict by <0.05
when the range is [0,1]

Model+Task Baseline - B
Adapted SVD - -
Model-model kNN - r
Task-task kNN - r

Random Forest - - R*2 > 95%
Gradient Boosted Trees - - explain more than 95% variance in the
MLP 0.9508 target variable
0.6 0.7 0.8 0.9
Test R?
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Part 1: Performance Prediction on BIG-bench

® Resu |tS (Chal |engi ng Tra i n_Test Spl it) Model + Task Baseline Gradient Boosted Trees
Task-task kNN . MLP
3 ] Easier 1 - 1
ToLR D —l (I, Nparam, t, Nshot) r
e
T4 - [
EI|:| [] 12.1 ] -
V\Aﬁdﬂ/l (I, nparam. t) o
-
L2.2 | —
(1, t, Nshot) o
4
L3 —
(1,t) e
Yoot pmm—
tosR Harder =
) L3 Composition _ —
- e —-
Meddd 06 07 08 09 10
Test R?

Prediction accuracy decreases when the train-test split becomes more challenging!
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Part 1: Performance Prediction on BIG-bench

Emergent abilities (Wei et al., 2022)

... are in general harder to predict ... can be predicted accurately in certain cases

model: BIG-G T=0
task: modified_arithmetic:
three_digit_addition_control

B
Emergent Tasks 0.0541  93.86% : Z‘; - anotine
Non-emergent Tasks  0.0496 95.16% é 0:2_ T e
Al 0.0499  95.07% Toa] T

0.0-

107 108 10° 1010 10t
flop_matched_non_embedding_params

Potential Reason
A similar task is emergent and is in the training set.
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https://arxiv.org/abs/2206.07682

Part 2: Searching for “small-bench”

e Problem Definition

Performance on remaining tasks
are maximally recovered

A > A
\l‘q} ‘_@ q/\’ .................... \k_'»q’\l.(bq/
o o0 oF S 9
PP K" K
P 2
BIG-G T=1 arg max |R (7Zest X £test) |
gzl}'\g Train Ttrain
New Model Test S.t. |Ttrain C Ta“ lﬁrain' =b |
. v - BIG—b\énch
"small-bench"

Select b tasks Given an evaluation
budget of b
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Part 2: Searching for “small-bench”

e Results

0.85
Y D TR S - BIG-bench Lite and BIG-bench Hard are
g suboptimal if the goal is to recover the
:30-75- & e performance on remaining tasks.
. Vol 1 BB Lite
: == o caselnes t We are able to find subsets that are as
B el Toss e T informative as BIG-bench Hard while

e || T e being 3x smaller.
06073 16 24 32 42

S ize Of Ti'rain
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Part 2: Searching for “small-bench”

e Results
0.85
; K-means
080 e TS Clustering task representations learned by
g . the MLP predictors in Part 1;
%075 y BB-Hard Then select tasks close to cluster centroids.
=3 ;' ®
~ BB-Lite
% 0.70 1 ® Baselines TaSk Value
: bl Estimated from “Best of 5000”.
« 0.65 - Search Algorithms Clustering-based
—&— Greedy Search ¢ K-means . . .
%~ Bestof5000 | -@- Kmeans + Task Value Task diversity and task value are important
0.60 T T T T T T o ° «“ ”»
2 8 16 24 32 42 factors in constructing “small-bench.

S ize Of nrain
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Summary

e We gathered 56k LLM experiment records in BIG-bench.

e We trained models to predict LLM performance on unseen experiment configurations.
o An MLP predictor can achieve RMSE < 5%, R*2 > 95% on the random train-test split.
o Prediction performance changes when train-test distribution changes.
o Emergent abilities are harder to predict in general, but can be predicted accurately in some cases.
e We searched for “small-bench,” a subset of BIG-bench, from which the full BIG-bench performance
can be maximally recovered.
o BIG-bench Lite and BIG-bench Hard are sub-optimal for this purpose.

o Task diversity and task value are important factors for constructing “small-bench.”
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Looking Ahead

e Rethinking LLM evaluation

Previous work

Models
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Holistic Evaluation of Language Models (Liang et al., 2023)

Task selection is often heuristic, following past practices, or done arbitrarily.
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Looking Ahead

e Broadening observations on LLM capability landscape

# Parameters # In-context Examples

N lized SN
o google o g = f(l, Nparam, ty Nshot)
BIG-bench

Currently

Model Tasks
Family

Liangetal., 2023
Sanh et al., 2022
Ouyangetal., 2022
Wei et al., 2022

'~ Spaces HuggingFaceH4 / open_1] } I !E L I I

™ 1 3 : The picture appeared on the wall of a
&/ llke 6.04k Runnlng L) [Poumﬂand store on Whymark Avenue [...] How
ou rephrase that in a

few words?

Chain-of-Thought Prompting

4

=%

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Sentiment Analysis
Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
t0 5, I would give this a

@ Open LLM Leaderboard

I know that the answer to “What team did
s in “The Panthers

1. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have? j

Multi-task training

Zero-shot generalization

Will be nice to take these into account!
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https://arxiv.org/abs/2211.09110
https://arxiv.org/abs/2110.08207
https://arxiv.org/abs/2203.02155
https://arxiv.org/abs/2201.11903

Links

e Paper: https://arxiv.org/abs/2305.14947
e Code: https://github.com/INK-USC/predicting-big-bench
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