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Prompting LLMs is hard!
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LLMs are sensitive to the prompts.

Non-AI experts struggle to write prompts.

Summarize the news article.

I'm going to tip $200 for a perfect solution!

Please summarize the news article for me.

(sometimes in unexpected ways)

Take a deep breath …
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Prompting LLMs is hard!
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Edge cases arise and need to be fixed.

LLMs are upgraded and 
the old prompt no longer works.

LLM-powered services in production

GPT-3.5

GPT-4
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Prompting LLMs is hard!
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LLM-powered Automatic Prompt Engineering comes to rescue!

Initial Prompt
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Prompting LLMs is hard!
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LLM-powered Automatic Prompt Engineering comes to rescue!

“Gradient”

Updated Prompt

Meta-Prompt
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Prompting LLMs is hard!
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LLM-powered Automatic Prompt Engineering comes to rescue!

Step 1

Prompt Initialization

Step 2

New Prompt Proposal

Step 3

Filtering

Let’s think step by step.

Let’s think step by step.

Let’s solve the problem 

step by step.

Take a deep breath and 

think step-by-step.

What makes a good meta-prompt?
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We investigate what makes a good meta-prompt  
in LLM-powered automatic prompt engineering.

We develop PE2, a strong automatic prompt engineer 
featuring three meta-prompt components.

(a) a two-step task instruction; 
(b) context specification;

(c) a step-by-step reasoning template.
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We tried other meta-prompt components!
• A prompt engineering tutorial
• Tuning “batch size” and “step size”
• Using “momentum”
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PE2 achieves strong empirical performance
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PE2 achieves strong empirical performance
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A long production prompt!

5k+ tokens, written by experts
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Prompt Optimization Dynamics
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PE2 has a better balance of 
exploration and stability.

All three meta-prompt components are 
critical for the optimization stability.

Quality (Dev. Acc.) of newly-proposed prompt at each timestamp.
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Case Study
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PE2 makes meaningful and targeted prompt edits.

PE2 can induce multi-step plans for complex tasks.
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Case Study
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PE2 can reason about non-standard situations, 
but it generates “shortcut” solutions.
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Case Study
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PE2 sometimes ignores instructions and hallucinates.
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Additional Analysis
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● Effect of Prompt Initialization

○ Initialization matters; PE2 is able to recover from bad initializations

● Effect of Task Format

○ Effectiveness is dependent on the task format (generative/multi-choice/…)

● Cross-model generalization of optimized prompts

○ Automatic prompt engineering methods are model-agnostic. 

○ But the optimized prompts are model-specific.

Check out our paper for more details!!
https://arxiv.org/abs/2311.05661

https://arxiv.org/abs/2311.05661
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Summary
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We investigate what makes a good meta-prompt in LLM-powered 
automatic prompt engineering.

We develop PE2, a strong automatic prompt engineer featuring three 
meta-prompt components.

We show that PE2 can

(1) makes targeted and highly specific prompt edits; 
(2) induce multi-step plans for complex tasks; 
(3) reason and adapt in non-standard situations.
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