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Introduction

Investigating Meta-prompt Components

Automatic Prompt Engineering Pipeline

Main Results

Notable Prompt Edits Made by PE2

Prompt engineering is a language task 
that requires complex reasoning.

Complex reasoning capabilities can be 
elicited by prompting LLMs

We investigate what makes a good meta-prompt for 
guiding models to do automatic prompt engineering.

In this paper

① Prompt Initialization

Option 1: Manual Initialization -- “Let’s think step by step.”
Option 2: Induction Initialization 
                       -- “Here are the input-output pairs. What is the instruction?”

② New Prompt Proposal

③ Search Procedure
At each timestamp t, select n best prompts from all past prompts, and 
propose m new prompts from each of them.
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Illustration of the meta-prompt components investigated in this work.

Ablation study on the components.

Prompt optimization dynamics when 
removing useful components

Useful
Inconclusive

a long prompt with 
5k+ tokens

e.g., base-8 addition

Results Overview Prompt Engineering Results on MultiArith

PE2 makes meaningful and targeted prompt edits.

We keep the useful components and 
name the resulting method PE2.

PE2 sometimes ignores instructions and hallucinates.

my favorite example
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